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Abstract
This paper compares several blade element theory (BET) method-based propeller simulation tools, including an evaluation 
against static propeller ground tests and high-fidelity Reynolds-Average Navier Stokes (RANS) simulations. Two propri-
etary propeller geometries for paraglider applications are analysed in static and flight conditions. The RANS simulations 
are validated with the static test data and used as a reference for comparing the BET in flight conditions. The comparison 
includes the analysis of varying 2D aerodynamic airfoil parameters and different induced velocity calculation methods. The 
evaluation of the BET propeller simulation tools shows the strength of the BET tools compared to RANS simulations. The 
RANS simulations underpredict static experimental data within 10% relative error, while appropriate BET tools overpredict 
the RANS results by 15–20% relative error. A variation in 2D aerodynamic data depicts the need for highly accurate 2D data 
for accurate BET results. The nonlinear BET coupled with XFOIL for the 2D aerodynamic data matches best with RANS 
in static operation and flight conditions. The novel BET tool PropCODE combines both approaches and offers further cor-
rection models for highly accurate static and flight condition results.

Keywords BET · CFD propeller simulation · Propeller aerodynamics · Actuator disk modelling · Propeller performance

Abbreviations
AoA  Angle of attack
BET  Blade element theory
CFD  Computational fluid dynamics
J  Advance ratio
LLT  Lifting line theory
RANS  Reynolds-averaged Navier–Stokes
Re  Reynolds number
RPM  Revolution per minute

Latin
aa  Axial induction factor (–)
AProp  Propeller area  (m2)
at  Tangential induction factor (–)
b  Quadratic behaviour factor (–)
Cchord  Chord length (m)
cd�  Drag coefficient as function of AoA (–)
cd0  Drag coefficient at zero AoA (–)
cl�  Lift coefficient as function of AoA (–)

cl0  Lift coefficient at zero AoA (–)
D  Drag (N)
f   Reynolds scaling exponent (–)
FM  Figure of merit (–)
L  Lift (N)
NBlades  Number of blades (–)
P  Power (W)
Q  Torque (N m)
R  Propeller radius (m)
r  Local radius (m)
T   Thrust (N)
u  Circumferential velocity (m/s)
v∞  Free stream velocity (m/s)
w  Relative velocity (m/s)
wa  Axial velocity (m/s)
wt  Tangential velocity (m/s)

Greek
�  Effective angle of attack (rad)
�  Propeller twist (rad)
�  Efficiency (–)
Γ  Circulation  (m2/s)
�Propeller  Angular velocity (1/s)
�  Helix angle (rad)
�  Density (kg/m3)
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Subscripts
′  Section coefficients/section loads
r  Local radius dependency
ref  Reference value
0  Zero angle of attack

1 Introduction

Renewed attention is paid to propellers' design and perfor-
mance prediction to the increasing market of electrically 
driven urban air mobility (UAM) [1]. Fully electric and 
hybrid electric air mobility solutions are assumed to have 
the potential to reduce aircraft noise [2]. Furthermore, elec-
trically driven aeroplanes can reduce greenhouse emissions 
if renewable energy sources are used. Thus, hybrid or even 
fully electric aerial vehicles will enter the market in the near 
term to reach Flightpath 2050s emission reduction targets 
[3]. Research into the implementation of electric and hybrid 
electric drive systems is proceeding apace [4–6].

Any electric air mobility solutions use propellers for pro-
pulsion and lift enhancement or implement vertical take-off 
and landing capabilities. In the case of UAM applications, 
hover efficiency and noise emission drives propeller or rotor 
design [7]. Therefore, accurate performance prediction in 
hover condition, which is equivalent to low advance ratio 
condition or static test condition, is necessary. Nevertheless, 
propeller simulation tools have to predict flight performance 
or high advance ratio conditions accurately. Particularly tilt-
rotor applications require both low and high advance ratio 
thrust and performance estimations for maximal hover effi-
ciency and sufficient horizontal flight performance [8, 9]. 
Therefore, this work identifies the best open-source simu-
lation tool to predict hover performance and high-speed 
performance.

In general, three categories of estimation methods are 
commonly used. First, highly accurate and highly complex 
Reynolds-averaged Navier–Stokes (RANS) based propeller 
simulations are used. RANS requires significant computa-
tional power, particularly for low advance ratio conditions. 
However, RANS simulations provide detailed information 
about the flowfield and resulting forces. Second, low-fidelity 
simulations are less accurate in detail but need a fraction 
of the computational power of RANS simulations. The low 
fidelity simulation methods need to be understood appro-
priately for a thorough interpretation of results. However, 
with a sufficient understanding of the flow phenomena, 
propeller design is feasible with low-fidelity simulation 
techniques [10]. Blade element theories (BET) are accurate 
and cost-efficient simulation techniques. BET are typically 
coupled with a momentum approach or a lifting line theory 
(LLT) to improve accuracy [11, 12]. Finally, analytical and 
empirical models can be used for performance estimations. 

Still, these models are out of the scope of this paper as they 
are unsuitable for detailed propeller analysis and off-design 
performance prediction. Analytical models are derived from 
the general momentum theory but do not capture friction 
losses, among other things. According to ESDU [13, 14] or 
Hamilton Standard [15], empirical models can predict pro-
peller performance and general propeller planform param-
eters. Recent studies show the strength of such models in 
predicting aircraft performance [16–18]. Since empirical 
models are not appropriate for the detailed prediction of 
force distributions required for aeroelastic and aeroacoustic 
computations, they are not further analysed in this study.

We compared five open source available low-fidelity pro-
peller simulation tools to find the best tool suitable for low 
and high advance ratios. This paper gives a comprehensive 
overview of the most common tools and compares predic-
tion results. The following BET-based methods are the most 
cited and used open propeller analysis tools, except for the 
in-house development for further influence studies.

• JavaProp [19]
• XROTOR [20]
• JBlade [21]
• RAALF [22]
• PropCODE

PropCODE—"Propeller comprehensive optimisation 
and design environment" is an in-house development for 
propeller aeroacoustics and aeroelastic simulation. In Prop-
CODE different induced velocity prediction methods can 
be selected and are compared in this paper. In addition, the 
influence of varying 2D airfoil polars on the total lift and 
drag is analysed with PropCODE, and the importance of 
high fidelity 2D data is shown. The variation of the induced 
velocity prediction methods or the manipulation of 2D data 
is only possible with PropCODE.

Current literature lacks a comprehensive review and a 
holistic validation of the most common propeller design 
tools. Partial method guidelines and validation studies exist 
for specific propellers and applications [21, 23–26], but a 
general comparison between different simulation environ-
ments is unavailable. However, various studies validate 
BET using exist with wind tunnel data, static test data, or 
high-resolution RANS solutions. Still, most studies focus 
on small unmanned aerial vehicles rotors with diameters 
up to 0.5 m [27]. These rotors operate in different Reynolds 
number regions as required for manned flight vehicles, so 
they cannot be used to validate bigger full-scale propellers 
or rotors. However, full-scale propellers are challenging to 
analyse in wind tunnels, why fewer validation cases exist. 
Validation of full-scale propellers in large wind tunnels is 
only available for high-speed applications, but these tests 
exclude the static cases [28–30].
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The presented paper combines novel static test data for 
validation purposes in low advance ratio region with high 
fidelity RANS simulations. The validated RANS simulations 
are further used to validate the low order tools in higher 
advance ratio regions.

The evaluation of this study's results helps to understand 
the limitations of the introduced tools for manned flight 
vehicles. The variation of the prediction methodology in 
PropCODE in low and high advance ratio conditions allows 
selecting a methodology for tilt–rotor or tilt–wing appli-
cations. It supports selecting an appropriate tool or meth-
odology for the simulation of low and high advance ratio 
conditions. Finally, the paper presents a weighting between 
simulation effort, ease of use, and simulation accuracy.

2  Numerical methods

Propeller simulation can be performed with low-fidelity 
blade element theories (BET), high-fidelity Reynolds-aver-
aged Navier–Stokes (RANS), or medium fidelity vortex 
panel methods. This paper compares and validates low-
fidelity and high-fidelity simulation methodologies with 
static test bench data.

2.1  Low‑fidelity simulation methods

The low-fidelity BET is the method of choice for unducted 
open propeller performance prediction in the early design 
stages. The simulation procedure is fast, robust and reliable 
in a specific range of applications. The BET is reliable in 
moderate loading conditions and for reduced complexity 
geometries, which means low sweep, low lean and moderate 
number of blades [31, 32]. The limitations are related to 3D 
flow effects and stall behaviour of the propeller blades [33]. 
These effects are challenging to capture with low-fidelity 
simulation procedures.

2.1.1  Basic theory for BET simulation

The propeller is sliced in the radial direction into 2D airfoil 
sections for applying the BET. It is assumed that each 2D 
propeller section acts as an infinite wing. With information 
about the velocity relative to the airfoil section, 2D aero-
dynamic data and the angle of attack (AoA), the 2D airfoil 
forces can be calculated, considering Reynolds number and 
Mach number dependent effects. Glauert [34] is often cited 
as the father of BET in the classical form, but the procedure 
is also used in variation by other authors. The local AoA, 
tangential, and axial induced velocity (wt, wa) are calculated 
by different schemes, for example, vortex sheets in the wake, 
with a lifting line procedure (LLT) or with a combined gen-
eral momentum theory and BET approach.

With the predicted vectorial velocities and the 2D airfoil 
section data, lift and drag coefficients of the airfoil section can 
be calculated. The 2D lift coefficients clα and drag coefficients 
cdα , depending on the effective AoA � , are used to calculate 
the section lift (L′) and section drag (D′) of the blade element. 
L′ and D′ are transformed into section thrust (T′) segments and 
section force segments in the propeller plane (Q′). As shown 
in Fig. 1, T′ and Q′ are normal and tangential forces relative 
to the propeller axis and are integrated over the span to obtain 
the final thrust and multiplied by the section radius to obtain 
the final torque. For structural analysis of straight propeller, 
the torsional moment along the propeller blade is required, 
which could be provided by the moment coefficient of the 2D 
airfoil data. In addition, structural and aerodynamic sweep and 
lean effects must be addressed for structural analysis of curved 
propellers. Sweep and lean correction models can simply be 
implemented in BET methods. Lift and drag forces act in the 
blade section's aerodynamic centre (AC). The induced veloci-
ties wa and wt result from the acting forces on the fluid and 
distortion of the streamlines.

The described procedure is stated in the equations below:

(1)L
�

=
�

2
⋅ w2

⋅ cl� ⋅ Cchord,

(2)D
�

=
�

2
⋅ w2

⋅ cd� ⋅ Cchord,

(3)T
�

= L
�

⋅ cos(�) − D
�

⋅ sin(�),

(4)Q
�

= L
�

⋅ sin(�) + D
�

⋅ cos(�),

(5)T = NBlades ⋅ ∫
RTip

RHub

T
�

r
dr,

(6)Q = NBlades ⋅ ∫
RTip

RHub

Q
�

r
⋅ rdr.

AC

Fig. 1  Velocities and forces at a 2D blade section
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Cchord denotes the chord of the propeller section, which 
is usually a function of the radius. Equation 7 provides the 
relationship between torque Q angular velocity �Propeller and 
power consumption P. Using power consumption, flight 
velocity v∞ and thrust, the efficiency � is calculated (Eq. 8):

However, the efficiency results from the predicted thrust 
and power consumption. Therefore, errors in thrust or power 
accumulate in the efficiency. Second, the efficiency is zero 
by definition in hover conditions, which this publication 
focuses on. For hover conditions, the figure of merit ( FM ) 
is used to describe the rotor efficiency. The FM measures 
for the kinetic energy in the wake of the rotor related to the 
input power. AProp denotes the propeller disk area in Eq. 9. 
Again, errors in thrust and power consumption prediction are 
accumulated. Therefore, the FM is not used for comparison 
in this publication:

The BETs’ advantage is the fast and robust calculation 
scheme for conventional propeller geometries with an accu-
racy of ± 15% relative error compared to experimental data 
[21, 25]. In addition, various correction methods could eas-
ily be implemented due to the model's reduced complexity, 
as described in Ref. [31]. Implemented correction models 
depend on the blade form and the application, e.g., a com-
pressor blade operates under entirely different conditions 
than a wind turbine blade or a marine propeller. Therefore, 
different models have to be implemented to increase the 
accuracy, depending on the flow effects, for example, tip 
loss correction models, post-stall models, 3D correction 
models, compressibility models, sweep and lean models 
or wake correction models. Intense research about differ-
ent modelling approaches and models is performed by Gur 
[25, 35, 36]. Therefore, this paper does not focus on the 
modelling approach but rather on different applications and 
implementations.

2.1.2  2D airfoil data

BET always needs 2D aerodynamic data as an input to cal-
culate thrust, power, and efficiency.

In most simulation tools, 2D airfoil analysis tools like 
JavaFoil [37] or XFOIL [38] are used for gathering 2D 
airfoil polars. Both tools are 2D inviscid potential solvers, 
corrected with viscid models. The viscid models influence 

(7)P = Q ⋅ �Propeller ,

(8)� =
v∞ ⋅ T

P
.

(9)FM =
T

2P

√

T

� ⋅ AProp

.

the airfoil's pressure distribution and provide capabilities 
to estimate stall behaviour. Subsequently, lift and pressure 
drag change due to the viscous boundary layer model and 
a friction drag estimation model are incorporated. Fur-
thermore, compressibility models for compressible pure 
subsonic operations are implemented in the 2D solvers. 
In addition, transition models are used to estimate the 
laminar-turbulent transition. JavaFoil has different transi-
tion models incorporated, affecting the laminar-turbulent 
transition and stall behaviour [37, 39, 40].

Alternative sources for 2D coefficients are wind tunnel 
tests or 2D RANS simulations. Wind tunnel tests are sensi-
tive to the measurement accuracy and the turbulence of the 
wind tunnel. In addition, the similarity parameters Reyn-
olds number, Mach number, and the geometric similarity 
must be ensured, and two-dimensional flow conditions 
are required in the wind tunnel. Still, flow separation and 
post-stall behaviour could be measured if the similarity 
parameters match. RANS simulations are fast and reliable 
for the linear region. However, flow separation and post-
stall behaviour need more computational effort, because 
these flow effects must be solved with an unsteady solver 
and high-density meshes.

The simulation accuracy of 2D aerodynamic data 
directly affects the BET method’s results. The following 
table gives an overview of the 2D data handing in the BET 
tools. All tools, except XROTOR, import airfoil polars as 
discrete points with information about the AoA, lift, and 
drag coefficient. XROTOR needs a transformation of the 
2D data in a mathematical description. XROTOR has no 
interface to XFOIL.

XROTOR uses the following formulation for the 2D 
incompressible airfoil drag and needs some basic param-
eters, which can be obtained from discrete polars. The 
lift coefficient polar is split into a linear pre-stall region 
and a linear post-stall region. For pre- and post-stall, the 
lift slope is required as well as the zero-lift angle, the 
maximum lift and the stall AoA. The incompressible drag 
polars are described by a parabolic function as stated 
below:

The Reynolds number scaling exponents have to be 
selected with respect to the target Reynolds number, as 
stated in the table below. The reference Reynolds number 
is equal to the initial Reynolds number selected for the cal-
culations. The values are published in Ref. [41] (Table 1).

(10)cd,XROTOR =
[

cd0 + b
(

cl0 − cl
)2
]

(

Re

Reref

)f

,

(11)b =
dcd

dc2
l

.
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The coefficient b is a value of the quadratic behaviour of 
the airfoil. Compressibility is simulated by a simple drag 
rise model and Prandtl–Glauert's compressibility correction 
[42]. The drag rise model requires the critical Mach number, 
which the following equation obtains according to Ref. [43] 
(Table 2):

This paper uses the experimental results as a reference for 
the simulation of the XROTOR airfoil polars.

RANS Simulations are time-consuming but are valid 
in the linear region [44–46] for most airfoils. XFOIL and 
JavaFoil results have to be validated with RANS simula-
tions or high-accuracy wind tunnel tests. The different 2D 
aerodynamic data sources are compared against 2D RANS 
simulations performed according to the procedure of Ref. 
[44, 47]. As explained in Ref. [44], the 2D RANS airfoil 
simulations are performed with a segregated flow solver with 
the reliable "SST (Menter) K-� " turbulence model [48] and 
the "Gamma Re Theta" transition model [49]. A specific 
transition model should be selected to simulate the laminar 
transition and better match wind tunnel data and simulation. 
XFOIL and JavaFoil have different transition models incor-
porated. For validation purposes, the same e^n approach 
is used in XFOIL and JavaFoil [34, 45] described in Ref. 
[46]. Further information about the mesh resolution could 
be obtained from Ref. [44].

The 2D aerodynamic data of XFOIL, JavaFoil, and RANS 
simulation are compared with wind tunnel tests published 
in Ref. [50–52]. The first comparative case is a symmet-
ric NACA 0015 airfoil at a Reynolds number of 680,000. 
The second comparative case is a natural laminar flow air-
foil called Somers Maughmer 701 (SM 701), originally 
developed for sailplane applications. The SM 701 airfoil is 
simulated at a Reynolds number of 1,000,000. The JavaFoil 
simulations are performed with a smooth surface finish, the 
Eppler stall model, and the e^n transition model [53], which 
is also used in XFOIL.

In the first case, the lift coefficient from XFOIL and Java-
Foil differs from the experimental results and the RANS 
simulation (see Fig. 2) by a Δcl of 0.1 which is equivalent 

(12)Macrit,2D = 0.95 − 0.1 ⋅ clmax
− t∕c.

to 10% at an AoA of 10°. RANS and experiment match 
perfectly except in the post-stall region. A slight differ-
ence could be seen at an AoA of 15.5° between the RANS 
simulation and experiment. RANS predicts a smoother flow 
detachment than measured in the experiment, resulting in 
higher lift coefficients for the same AoA. Reasons could be 
imperfections in the wind tunnel tests or an underprediction 
of the separation bubble.

JavaFoil overpredicts the zero-lift drag by around 35% 
(see Fig. 3). On the other hand, XFOIL underpredicts the 
drag coefficient at higher AoA slightly more than JavaFoil. 
RANS matches experimental results in the region around the 
minimum drag. A derivation of the RANS drag prediction 
is observed at a lift coefficient of 0.81, where the drag is 
decreased compared to the equivalent lift coefficient of the 
experimental data, and a kink in the RANS polar is present, 
while the experimental results increases without a kink.

The XROTOR lift polar is based on the experimental 
data. Therefore, a perfect matching between XROTOR 
data and experiment in the linear region is visible. The 
stall region is described by a second linear curve, start-
ing at an AoA of 10°. Due to the linear stall behaviour, the 
lift coefficient is increasing and leads to massive errors in 
high AoA with an increasing tendency for increasing AoA. 
The XROTOR drag matches excellently in a narrow band 
around the minimum drag, but the error increases with the 

Table 1  Source of 2D data base in different tools

2D data base source

Source Representation

JavaProp JavaFoil Discret polars
XROTOR Arbitrary Function
JBlade XFOIL (XFLR) Discret polars
RAALF Arbitrary Discret polars
PropCODE XFOIL Discret polars

Table 2  Reynolds number scaling coefficients [41]

Reynolds number Reynolds number 
scaling exponent f

> 2.000.000 − 0.2 > f < − 0.1
200.000–800.000 − 1.5 > f < − 0.5
< 100.000 − 0.5 > f < − 0.3
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Fig. 2  NACA 0015 Airfoil cl-AoA polar at Re = 6.8E5
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lift coefficient. The error is diverging for high lift coeffi-
cients due to the parabolic modelling approach.

In the secondary case, JavaFoil is overpredicting the 
maximal lift by a Δcl of 0.33 at 11°, equal to 20%, and has 
a higher lift slope (see Fig. 4). Concurrently, JavaFoil pre-
dicts a laminar dip (see Fig. 5). This laminar dip is less pro-
nounced by XFOIL and not visible in the RANS simulation 
data and the experiment. The RANS simulation matches 
the experimental data best but overpredicts drag in the high 
lift region. Again this could result from imperfections in 
the experiment or wrong predicted positions of separation 
bubbles. Lift prediction of XFOIL and RANS matches 
experimental data with an accuracy of less than 5% error. 
RANS shows its strength in the pre-stall region by excel-
lently matching experimental data but has some weaknesses 
in the drag prediction in the high lift region.

A close look at the experimentally measured lift curve 
shows a kink of the polar at approximately 0° AoA. 
This kink shows the drawbacks of the linear modelling 

approach of XROTOR, because the linear lift slope must 
be defined anyhow but is constant for the linear part of 
the curve, which leads to errors in the linear part (here for 
AoA below 0°). Again minor errors in the stall region are 
present but significant errors will occur in the post-stall 
region. The experimental drag polar shows a laminar dip, 
which the XROTOR approach cannot realise. This laminar 
dip results in a derivation from the experimental data at 
high lift coefficients. The parabolic polar approach results 
in a symmetric drag polar around the zero AoA lift coef-
ficient of 0.59, leading to significant errors in low and 
negative lift regions.

The RANS simulations match the wind tunnel test best. 
Accurate BET simulations need up to 20 blade sections and 
20 polars, with 20 polar points for negative and positive 
AoA, each. The driving parameters for Mach number and 
Reynolds number effects are the rotational speed, the free 
stream velocity, and the temperature. Holding temperature 
and free stream velocity constant in static operations and 
calculating three different rotational speeds as presented 
in this publication required 1200 2D RANS simulations. 
Assuming that one polar point requires a computational 
time of 10 min, which will be incredibly fast; the airfoil 
data generation might require 67 h. Less time is necessary 
for one RANS MRF simulation of one operating point on 
a workstation (Sect. 2.2). Therefore, RANS simulations are 
not an adequate source for 2D aerodynamic data in BET 
simulations in an optimisation routine or early propeller 
design stages.

For this field of application, XFOIL should be selected as 
2D aerodynamic data source. XFOIL predicts drag and lift 
with less derivation from the wind tunnel tests and calculates 
more consistent results than JavaFoil. The higher reliability 
is explained by a better match of trend and magnitude than 
JavaFoil. XROTOR matches the base configuration well, 
in this case, the experimental data, in the linear region for 
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airfoils without significant laminarity. However, significant 
errors occur in high AoA.

2.1.3  Investigated low‑fidelity simulation tools

2.1.3.1 JavaProp JavaProp, developed by Hepperle [19], 
uses the procedure of Larrabee [54] and Adkins and Liebeck 
[55] in a graphical user interface (GUI) application. The 
application uses various input parameters for the design of 
the propeller for minimum induced loss operations derived 
by Betz and Prandtl [56]. To calculate the performance of 
existing propellers, JavaProp can be coupled with the 2D 
airfoil solver JavaFoil. The generated polar of JavaFoil 
have to be loaded into JavaProp to use them for propeller 
simulations [57]. The design approach bases on a blade 
element model coupled with a fixed wake LLT approach. 
This approach solves the LLT in a closed form and does not 
resolve the wake. However, the analysis approach is based 
on the work of Glauert [42]. Glauert uses the momentum 
approach to predict propeller performance, which also does 
not require resolving the wake. JavaProp slices the propeller 
into four airfoil sections and interpolates between these sec-
tions for the final thrust and torque.

2.1.3.2 XROTOR Drela has developed the tool XROTOR 
[48] for rotor aerodynamics, a derivation of Qprop for 
horizontal axial wind turbine simulations. XROTOR needs 
detailed design parameters along the propeller span as an 
input for calculating a propeller with an LLT method. The 
method requires a specific 2D airfoil polar format. The polars 
are transformed into a mathematical parabolic description 
using typical airfoil polar characteristics, e.g., minimal drag, 
zero-lift angle, maximum lift. The mathematical handling 
of 2D data coupled with a Fortran-based programming lan-
guage allows computational efficient simulations. However, 
there is no direct connection or interface between XROTOR 
and XFOIL. XFOIL polars could be used as an input for 
XROTOR but must be transformed into the mathematical 
description.

XROTOR has four different induced velocity schemes 
incorporated; a nonlinear momentum formulation, a poten-
tial formulation according to Ref. [58], and a free vortex 
and fixed vortex wake LLT approach. In this publication, the 
potential formulation of the XROTOR standard scheme is 
selected, because the scheme is fast and robust. The potential 
formulation does not require resolving the wake, allowing 
fast turnaround times. The potential formulation is solved in 
a closed iterative procedure.

2.1.3.3 JBlade Another tool treating the open propeller 
aerodynamics is JBlade, an advanced GUI-based design 
tool [59]. JBlade is based on QBlade, an LLT optimisation 
procedure for horizontal axial wind turbine applications. 

JBlade uses 2D data from XFLR, a GUI-based develop-
ment of XFOIL. Selectable post-stall and aspect ratio 
models adapt the 2D XFOIL data for high AoA propeller 
operations explained in Refs. [21, 60, 61]. The advantage 
over JavaFoil and XROTOR is the direct implementation 
of 2D data generation in the GUI without importing 2D 
data from other sources. However, a 2D aerodynamic data 
import from wind tunnel tests is not possible in this appli-
cation.

In addition, a 3D representation of the propeller is gen-
erated during the design, and an export function for the 
generated propeller CAD is implemented. For appropriate 
use of JBlade, the propeller geometry has to be properly 
known with information about the twist, chord and airfoil 
distributions.

The aerodynamic model is based on the nonlinear 
momentum approach described in Eqs. 9–12 according to 
Ref. [26].

2.1.3.4 RAALF The RAALF [22] project is a Matlab pro-
peller design and calculation environment developed by 
Bramesfeld and Ryerson University [62]. Different model-
ling approaches are realised to simulate propeller wing inter-
actions, mainly with LLT and panel methods. The robust 
BET, coupled with nonlinear momentum theory, is used for 
comparison to the existing tools. Higher order LLT or panel 
methods are not used due to instabilities in the calculation 
procedures. The RAALF tool has opportunities to simulate 
cross-flow conditions but cannot design a propeller for mini-
mum induced loss operations. Bramesfeld's research focus 
is on higher order potential flow solvers [22, 62–64].

2.1.3.5 PropCODE PropCODE—"Propeller comprehensive 
optimisation and design environment"—is an in-house Mat-
lab propeller calculation procedure with a focus on aeroa-
coustic and aeroelastic of open propeller and ducted fans. 
The method is developed in cooperation with Helix Carbon 
GmbH, a carbon fibre propeller manufacturer. The method 
is used to develop a less noisy and lightweight propeller for 
urbane air mobility and general aviation. Lightweight propel-
lers are required for high controllability in hover conditions. 
Due to the lightweight carbon structure, the mass inertia is 
reduced, which improves the system's response character-
istics. A coupled optimisation and calculation scheme is 
developed to analyse the interactions between aeroacoustic 
and aeroelastic effects. Therefore, a validated aerodynamic 
calculation procedure must provide reliable input data for 
the acoustic and elastic simulation. The tools JavaProp, 
XROTOR, and JBlade, are partially a black box, where the 
users have no access to the source code. For acoustic and 
elastic simulations, the propeller's relevant flow phenomena 
must be simulated by the aerodynamic module. An in-house 
development could only provide this capability.
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The PropCODE can use different induced velocity cor-
rection methods coupled with XFOIL for the 2D airfoil 
data. The 2D data can be adjusted with a sweep correction 
and a post-stall correction model to generate 3D aerody-
namic data [61]. Compressibility and viscous effects are 
simulated with XFOIL. Different momentum equation 
models are realised for simulation of static, high-speed, 
and recuperation operation, e.g., [59, 65]. The baseline in 
this publication for the comparison with the other tools is 
a linear momentum theory. The approach is combined with 
the Prandtl tip loss correction procedure without post-stall 
and sweep correction models. The baseline is further com-
pared against a nonlinear momentum approach and an LLT 
correction method.

The linear momentum approach smears the axial induced 
velocity over the propeller disk. A constant induced velocity 
is calculated according to the following equation in the pro-
peller disk, derived by the general momentum theory [34]:

The nonlinear momentum approach discretises the pro-
peller disk by ring elements and applies the momentum 
approach per element. Axial and tangential induced veloci-
ties on each ring element are calculated according to the 
following equations [31, 66]. This approach predicts a non-
linear induced velocity distribution, known as the nonlinear 
momentum approach:

where� is the so-called helix angle, spanned between rela-
tive velocity and plane of rotation. � is the solidity of the 
blade, a measure for the chord length of a blade section to 
the belonging circumference.

The LLT correction model calculates axial, tangential, 
and radial induced velocities using potential theory. Accord-
ing to Ref. [67], the procedure calculates the bounded cir-
culation on the blade and the induced velocities. The linear 
and nonlinear momentum approaches are time-independent 
simulation techniques, while the LLT procedure is resolved 
in the time domain in this work. No ground effect is taken 
into account in hover conditions.
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A semi-prescribed wake model is used for the LLT pro-
cedure, which prescribes the wake form by the RPM but 
calculates the advance ratio with the time-dependent inflow 
velocity. In comparison, a fully prescribed wake model uses 
the flight velocity for the advance ratio calculation and, 
therefore, for determining the wake helix shape. The fully 
prescribed wake model is worse in static conditions, because 
the shedding circulation lines build up behind the propeller. 
This build-up increases the induced velocity and, therefore, 
decreases thrust and power prediction.

The basic equation for coupling potential theory with 
resulting forces is stated in Eq. 18. Further information about 
the calculation scheme could be obtained from Ref. [67]:

where Γ is the circulation of an airfoil, which describes the 
streamline deflection.

An iterative procedure determines the final induced 
velocity and, therefore, the final effective AoA and propel-
ler performance. The iterative procedure uses the different 
induced velocity calculation schemes but the same correc-
tion methods and force calculation functions. The initial 
induced velocity is zero and iteratively calculated until the 
resulting thrust remains constant.

PropCODE uses the manufacturing geometry as an input, 
slices it into airfoils, and determines chord and twist distri-
butions. This information is automatically used to calculate 
2D aerodynamic data.

2.2  High‑fidelity propeller simulation methods

High-fidelity RANS simulations are performed with the 
commercial software StarCCM+. StarCCM+ provides dif-
ferent simulation techniques for propeller simulations, while 
in this paper, two different procedures are used. Virtual 
disk approaches could not be used for validation purposes, 
because the propeller's surface is replaced by source terms 
that depend on the unknown forces. Only surface represent-
ing simulation techniques can be used for validation pur-
poses. The techniques are a rigid body motion, a moving 
reference frame approach, a sliding mesh approach, and a 
morphing mesh approach. The latter is intended for non-
rigid motion [68].

2.2.1  Moving reference frame

The moving reference frame (MRF) technique requires a 
mesh attached to the propeller in the flow domain, with an 
independently rotating coordinate system. Information of 
the separate moving reference frame mesh is transported 
cell by cell over the mesh interface between the rotational 
and steady regions. A steady simulation of the rotating 

(18)Γ =
1

2
⋅ cl� ⋅ CChord ⋅ w,
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part reduces the calculation effort but does not resolve the 
unsteady effects. This procedure allows to perform a steady-
state simulation and thus reduces the computational effort 
significantly. A more comprehensive review of RANS and 
URANS propeller simulations is provided by Ref. [69]. The 
helical slipstream velocity information is smeared in the 
static part of the mesh domain, which is why this simu-
lation technique cannot model rotor–stator or rotor–wing 
interaction.

The simulation domain is discretised with 36 million 
polyhedral cells. Local refinements of the poly mesh are 
necessary at the propeller tips because of tip circulation 
and at the propeller root because of flow separation. Fur-
ther refinements are placed in the wake. The cell size in the 
wake is gradually increased to reduce the calculation effort. 
The red rectangular shape in Fig. 6 is the cylindrical mov-
ing reference frame. During the mesh independence study, 
the wake resolution is reduced to a minimum (presented in 
Fig. 7). 36 million polyhedral cells is a balance between 
computational effort and simulation accuracy. An efficient 
simulation with 36 million cells is possible, because the rela-
tive change between 36 and 53 million cells is less than 0.3% 

in thrust and power consumption prediction. In comparison, 
the computational effort is doubled by an increase from 36 
to 53 million polyhedral cells. One iteration with 36 million 
polyhedral cells needs 29 s on 30 AMD EPYC 7742 CPU 
cores, while 53 million cells need 32 s on 60 AMD EPYC 
7742 CPU cores.

In Fig. 8, the MRF mesh domain is presented in the front 
view. The wake refinement, as well as the tip refinement, are 
visible. In addition, the already mentioned MRF cylinder 
can be seen.

The boundary layer is modelled with a low y + approach 
and 25 prism layers. About 75 cells are placed in chord 
direction with additional refinements at the leading and trail-
ing edge (see Fig. 9). The number of surface cells determines 
the total number of cells if a smooth transition from fine to 
coarser meshes is desired (see Fig. 10).

The flow field is solved using a coupled flow solver with 
the SST (Menter) k-� turbulence model [48]. For solving the 
Navier–Stokes equations, an upwind scheme for the convec-
tive fluxes and a central differences scheme for the viscous 
fluxes are used. Both schemes are second-order accurate. In 
the turbulence model, the quadratic constitutive relaxation 
scheme is used [70]. The freestream turbulence viscosity 
ratio is set to 10 in combination with a "controlled decay 
model" [71].

Fig. 6  MRF mesh side view
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Fig. 7  Mesh independence study H25F: static test case: MRF

Fig. 8  MRF mesh front view

Fig. 9  Propeller tip surface resolution
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The total elapsed time consumption for one operating 
point with an MRF simulation is approximately 12 h. The 
simulations are performed with 30 AMD EPYC 7742 CPU 
cores.

2.2.2  Rigid body motion

The sliding mesh technique is used to create a real motion of 
a mesh region. As for the multi-reference frame technique, 
a part of the flow domain around the propeller is separated 
and rotates. For each time step, a new interface section has 
to be calculated.

The physical model and the mesh resolution is equivalent 
to the MRF simulation except for the change to an unsteady 
simulation. The mesh independence study (Fig. 11) shows 
that RBM methods could handle smaller moving mesh 
domains than MRF simulations (see Figs. 12 and 13). The 
moving domain is marked with the red rectangular shape in 
Fig. 13. The smaller domain is explained by the information 
loss in MRF simulations, which are transported by the RBM 
simulations over the domain interfaces. Because of memory 
requirements during the mesh independence study, the RBM 

simulation is switched from poly to the trimmed mesh. 52 
million trimmed cells are used. The trimmed mesh requires 
approximately half of the memory during calculation. There-
fore, much more cells can be simulated. The surface repre-
sentation, prism layer settings, and the local refinements are 
equivalent to the MRF simulation.

The loss of information in the MRF simulation can be 
seen in Fig. 14, where the transition from static to rotating 
part is located in the middle of the figure. In the rotating 
part upstream, the shedding helix vortex is represented by 
the increased velocities, while in the static part downstream, 
the vortex cores are smeared and not visible.

Compared to the MRF simulation, the RBM simulation is 
a time-dependent simulation. Therefore, this procedure can 
be used for rotor–stator and rotor–wing interactions. Fig-
ure 15 presents the differences to the MRF approach, where 
the shedding vortices presented as high-velocity cores are 
visible in the whole flow domain.

For visualisation purposes, the velocity scenes (Figs. 14, 
15) are clipped between 5 and 30 m/s. All velocities above 
or below are coloured in blue or red.

A converged solution in the RBM approach is achieved 
after 2–3 rotations with a movement of less than one degree 

Fig. 10  Prism layer mesh resolution
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Fig. 11  Mesh independence study H25F: static test case: RBM

Fig. 12  RBM mesh side view

Fig. 13  RBM mesh front view
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per time step. One degree per time step results in time steps 
for the rotation speed of 2500 RPM of 6.6e−7 s. Another 
2–3 rotations have to be used to calculate the integrated 
thrust and power consumption. Figure 13 is taken after six 
rotations.

The total elapsed time for an MRF simulation is less than 
12 h. In comparison, one operating point with the RBM sim-
ulation approach requires 96–168 h, depending on the opera-
tion point. Therefore, if MRF and RBM results are com-
parable and MRF delivers sufficient accurate results, MRF 
simulations should be selected for open propeller simulation.

3  Propeller data

Two propellers of the propeller manufacturer Helix-Carbon 
GmbH are simulated for validation purposes. The propellers 
are shown in Fig. 14.

The first propeller on the left-hand side of Fig. 16 has 
two blades with a diameter of 1.25 m. The chord and twist 
distribution is presented in Fig. 17. The normalised pitch at 
75% radius is 11°. The propeller name "H25F 1.25 m R-Z-
06-2" gives information about the stiffness class (H25), fixed 
or variable pitch (F) the diameter, the turning direction (left/
right), the configuration [pusher (S) or puller (Z)], the root 
additional inclination angle in degree (6° at the tip) and the 
number of blades (2). The propeller is mainly used in para-
glider applications.

Helix–Carbon GmbH had provided additional informa-
tion about thrust and power consumption. The propeller is 
tested on a static test bench driven by an electric motor. 
Thrust and torque are directly measured at the driving shaft 
for different rotational speeds. Figure 18 shows the static test 
bench results of the H25F propeller.

The second propeller, “H30F 1.60 m R-Z-05-3”, has 
three blades, a diameter of 1.6 m, a normalised pitch of 9° at 
75% radius, and following twist and chord distribution (see 
Fig. 19). The application spectrum of the H30F propeller 

Fig. 14  Moving reference frame simulation H25F diameter 1.25 m 2 
blades

Fig. 15  Rigid body motion simulation H25F diameter 1.25  m 2 
blades

Fig. 16  H25F (left) and H30F (right) CAD model
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is ultra-light and small general aviation aircraft. Static test 
bench data are presented below (see Fig. 20).

4  Result evaluation

The different BETs are compared with the static test bench 
data provided by Helix–Carbon GmbH—in case one with 
two different high-fidelity RANS simulations (MRF and 
RBM), and in case two with MRF simulations. The RANS 
simulations are performed with a generic hub to avoid flow 
separation at the propeller's root. The highest available simu-
lation is used as reference data for advance ratios above zero, 
because no wind tunnel tests exist. Therefore, the RANS 
simulations are validated in the static case with test data and 
can be used as a reference for higher advance ratios. Thrust 
and power consumption curves for the propeller are plotted 
in the following figures.

The performance curves are calculated with different 
velocity step sizes. JavaProp performs an automatic step-
ping. The curves with JBlade, XROTOR, RAALF, and Prop-
CODE have velocity steps of 1 m/s. The MRF simulations 
are calculated with fixed advance ratio steps of 0.05, except 
in ultra-low advance ratios, where a step size of 0.025 is 
selected. The smallest advance ratio in MRF simulation is 
0.025, because lower advance ratios cause flow instabilities 
that cannot be resolved with MRF. Most BET cannot calcu-
late zero flight velocity because of numerical instabilities. In 
these cases, the free stream velocity is set to 0.1 m/s instead 
of 0 m/s, resulting in an advance ratio error of 0.0032.

Case one treats the H25F 1.25 m two-bladed propeller at 
an RPM of 2500, while case two is about the three-bladed 
propeller at an RPM of 2000. At first, the comparison for 
case one is presented. After comparing the simulation tools 
in Sects. 4.1 and 4.2, the induced velocity schemes are ana-
lysed in Sect. 4.3. Finally, the influence of changes in lift and 
drag coefficient is analysed in Sect. 4.4.

4.1  Case 1: H25F 1.25 m two‑bladed propeller

The simulation results for case one are compared in the fol-
lowing five diagrams. Introduced BET tools, the MRF and 
the RBM RANS simulations are compared against static 
data in Figs. 21 and 22 and Tables 3 and 4.

First, comparison of the static thrust to the simula-
tion results of the RANS approaches shows that RMB 
and MRF simulations match experimental data with less 
than 8% error with regard to the test data. The static RBM 
thrust is slightly below the MRF thrust, but the differ-
ence between RBM and MRF is below 5%, acceptable 
for less than 10% of the calculation time. Therefore, the 
RANS prediction can be used for further comparison. 
Both methods underpredict thrust, which might result 
from changed effluent conditions between experiment and 
RANS simulation. Similar behaviour is observed in power 
consumption. However, power consumption for the higher 
rotational speeds matches within 4%, leading to a slight 
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overprediction of the MRF simulation of 2%, while the 
RBM simulation still underpredicts power consumption.

JavaProp is overpredicting the static thrust by about 
44%. XROTOR and JBlade are in a 10% relative error 
range, while the PropCODE and the RAALF project have 
relative errors of below 18% to the MRF simulation. The 
mismatch of JavaProp is due to the airfoil lift prediction of 
JavaFoil with significant errors of about 20%. The worse 

lift prediction directly results in an overprediction of 
thrust, as stated in Eq. 3.

Different behaviour is observed for the static power 
consumption comparison, where XROTOR overpredicts 
power consumption by 25%. Worse is only JavaProp with a 
maximal overprediction of 27% error compared to the MRF 
approach. The relative error of the power prediction of the 
tools RAALF and JBlade are below 11%. The PropCODE 
shows a decreasing relative error for higher loading condi-
tions, respectively, higher RPM. The mismatching of XRO-
TOR is due to the airfoil drag modelling, which has sig-
nificant errors at high lift coefficients equal to low advance 
ratios. As for the thrust prediction, the error of JavaProp 
results from the error of JavaFoil, as stated in Eq. 4.

The following table summarises the relative errors of the 
high fidelity RANS simulation compared to the static test 
case. As shown in Table 3, the relative errors of the RBM 
approach are in a range of 10% compared to experimental 
data. The error could be explained by measurement equip-
ment, the propeller drive, ground effects, or the motor con-
trol unit, while the RANS simulation contains just a generic 
hub and no additional equipment. The RBM approach is 
used as a reference for further comparison of the H25F pro-
peller, because it simulates the same undisturbed propeller, 
as analysed in the BET simulations. The difference between 
MRF and RBM compared to the static test case is similar. 
Therefore, the MRF approach can be used for further com-
parison between BET and RANS as reference.

Table  4 summarises the relative errors of the BET 
approach compared to the RANS MRF approach in static 
operations. The RANS MRF approach is used as the baseline 
for further comparison.

The comparison between the high-fidelity RANS simula-
tion and the BET methods at higher advance ratios shows 
that JBlade behaves incorrectly up to a certain advance 
ratio (Figs. 23, 24, 25). Detailed analysis shows that the 
post-stall modelling used in JBlade leads to this incorrect 
behaviour. The post-stall behaviour can adapt the 2D airfoil 
polars predicted with XFOIL to the post-stall region required 
for deep-stall. The post-stall behaviour is combined with a 
three-dimensional correction according to Ref. [61].

JavaProp is permanently overpredicting thrust and power 
consumption, which results from the 2D polars. XROTOR 
again shows the best conformity with the high-fidelity thrust 
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Fig. 21  H25F: static thrust comparison
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Fig. 22  H25F: static power consumption comparison

Table 3  H25F relative error 
of RBM RANS simulation 
compared to static test data

RPM (1/min) Thrust Power

1500 2000 2500 1500 2000 2500

Relative error of RANS against static tests results
RANS MRF − 4% − 3% − 4% − 8% 2% 1%
RANS RBM − 8% − 6% − 7% − 9% − 4% − 2%
Static test 127 N 228 N 363 N 1250 W 2850 W 5500 W
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simulation but differs in the power consumption prediction 
in magnitude and trend. This phenomenon is due to the drag 
coefficient's parabola airfoil polar fitting procedure, creating 
errors in low and high AoA conditions. Still, it is fast and 
stable in moderate advance ratio conditions. All the other 
tools directly work with polar points and use interpolation or 

fitting functions to represent the 2D aerodynamic data. Prop-
CODE and RAALF show minor relative errors to the high-
fidelity data of around 5–10%. The MRF simulation and the 
RBM simulation match thrust and power consumption for 
high advance ratios, and therefore, the efficiency curves are 
also corresponding. The perfect matching of MRF and RBM 
allows using the faster MRF approach for further validation.

Thrust and power consumption errors in the efficiency 
curves (Fig. 25) are cumulated and enhanced in high advance 
ratio conditions with the inflow velocity. The ratio of thrust 
to power is combined with the free stream velocity. Low free 
stream velocities reduce absolute errors of thrust and power 
in the efficiency curves. Therefore, the efficiencies should 
only be evaluated for high advance ratios.

JavaProp shows a good agreement to the high-fidelity 
data after overcoming the non-physical bump above advance 
rations of 0.1, but this is an artificial accuracy and not an 
indication for high accuracy due to the error accumulation. 
However, most BET methods do not simulate maximal effi-
ciency correctly except for XROTOR, which matches the 
MRF efficiency curve in a wide range. The matching of 
XROTOR's efficiency predictions results from the excellent 
match in thrust prediction and the error in power consump-
tion trend. The error in power consumption is high at low J 

Table 4  H25F: relative error 
compared to RBM RANS 
simulation

RPM (1/min) Thrust Power

1500 2000 2500 1500 2000 2500

Relative error of BEM against static tests results
JavaProp 49% 47% 44% 27% 20% 23%
XROTOR 6% 3% 6% 25% 15% 19%
Jblade − 1% − 6% − 7% 11% − 1% 2%
RAALF 16% 14% 12% 7% − 2% − 1%
PropCODE 17% 15% 18% − 4% − 9% − 3%
RANS MRF 122   N 220   N 350   N 1154 W 2901 W 5530 W
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Fig. 23  H25F: thrust over advance ratio at RPM 2500
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conditions, so these errors are accumulated with the flight 
velocity and are, therefore, less important. The changed 
slope leads to relatively small relative errors for higher 
advance rations resulting in a good match of efficiency 
(Fig. 25). The PropCODE simulates maximum efficiency 
at the correct advance ratio but overestimates it by 15%. 
However, the results of PropCODE follow the trend of the 
RANS simulation.

RBM and MRF's differences are neglectable in integrated 
thrust and power consumption at the critical design points, 
low advance ratios and high advance ratios. The propeller's 
flow conditions are relaxed in moderate advance ratios, and 
these simulations are not critical for validation purposes. 
The relative error between MRF and RBM simulation is less 
than 5.1% at all advance ratios. The steady MRF simula-
tion has stability issues in shallow advance ratio conditions. 
These are caused by flow separation effects at the root of the 
propeller, which a steady simulation approach cannot cap-
ture. The flow separation effects propagate along the propel-
ler span to the tip when the inflow velocity decreases further. 
RBM is always an unsteady simulation, so this simulation 
technique is suitable for low advance ratio conditions. For 
stability issues, it is possible to switch the MRF simulation 
to an unsteady simulation, which is still much faster than 
the RBM approach, because higher time steps can be used. 
The time-step in the RBM approach is adjusted to resolve 
the rotation. The time-step in the unsteady MRF approach 
is adjusted to the stall region, allowing higher time-steps as 
required for the RBM simulations.

MRF requires approximately 10% of the CPU time of 
RBM simulation. However, the simulation results differ only 
slightly. Therefore, the MRF simulation results are used as 
reference for further comparison.

4.2  Case 2: H30F 1.60 m three‑bladed propeller

The RBM simulation is not performed in case two, because 
RBM shows no significant difference to the MRF simulation 
but requires ten times the computing time. The efficiency is 
not further analysed because of the explained error accu-
mulation effect.

As for case one, static results are shown in Figs. 26 and 
27 and Tables 5 and 6. The higher advance ratio results are 
shown in Figs. 28 and 29.

The comparison of the static case shows a good match 
between MFR and static case with relative errors of below 
10%, again. Compared to case one, the relative errors are 
slightly higher, resulting in a stronger underprediction of the 
experimental data. However, RANS MRF can be used as a 
reference for further validation.

As in the first case, JavaProp is completely overpredict-
ing thrust and power for the same reason as in case one. 
The static power prediction of the PropCODE and JBlade 

compared to the MRF simulation is matching within 7% 
relative error. Slightly worse is RAALF, with a relative error 
of 10%. The table of relative errors (Table 6) shows similar 
errors for all simulation tools compared with Table 4. How-
ever, the relative error slightly increases, because RANS has 
a greater derivation in static thrust compared to the test data.

In high advance ratio conditions, XROTOR shows a 
worse thrust estimation behaviour compared to the MRF 
simulation. Concluding, power consumption is increased due 
to an increased thrust prediction. The matching procedure 
of 2D data might be a reason for the worse matching. Prop-
CODE predicts most accurate thrust and power consumption 
for increased advance ratios. JBlade, JavaProp and RAALF 
perform similar to case one.

Finally, the most accurate and consistent static perfor-
mance simulation results for the static test case are per-
formed with RANS simulation. Therefore, the RANS simu-
lation can be used as a reference baseline to evaluate the 
low-order BET methods. In addition, the MRF simulation is 
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qualified for higher advance ratios with the RBM simulation. 
RBM simulations have no information loss in the wake due 
to the simulation approach, why they should be more accu-
rate than the MRF simulation. Differences between MRF 
and experiment could result from measurement equipment, 
the drive, ground effects, and installation effects, which, for 
simplicity and convergence, are not simulated in the RANS 
simulations.

PropCODE is reproducible, underpredicting the power 
consumption and overpredicting the thrust. XROTOR is due 
to the 2D polar representation being more sensitive to input 
variations and has weaknesses in the power consumption 
predictions due to the parabolic fitting. JavaProp and JBlade 
do not sufficiently predict thrust and power consumption 
because of the non-physical behaviour at low advance ratios.

4.3  Induced velocity calculation scheme 
comparison in PropCODE

The differences in the presented simulation procedures result 
from different induced velocity calculation schemes, differ-
ent correction methods, and different 2D data processing (as 
already described in Table 1). Three different schemes are 
implemented in PropCODE to analyse the effect of different 
induced velocity calculation schemes.

This subchapter shows the influence of the different 
induced velocity calculation schemes using the same envi-
ronment and, therefore, the same data processing. Therefore, 
the influence of the different induced velocities can be evalu-
ated. The used schemes are the linear momentum theory, the 
nonlinear momentum theory, and a semi-prescribed, wake 
resolving LLT approach. The LLT procedure with a fixed 

Table 5  H30F: relative error 
of RBM RANS simulation 
compared to static test data

RPM (1/min) Thrust Power

1500 2000 2500 1500 2000 2500

Relative error of RANS MRF against static test data
RANS MRF − 8% − 6% − 9% − 10% − 4% − 2%
Static Test 468 N 839 N 1315 N 6651 W 15000 W 29500 W

Table 6  H30F: relative error 
compared to RBM RANS 
simulation

RPM (1/min) Thrust Power

1500 2000 2500 1500 2000 2500

Relative error of BEM against RANS MRF simulation
JavaProp 64% 59% 63% 38% 37% 32%
XROTOR 21% 19% 25% 40% 39% 53%
Jblade − 3% − 9% − 8% 6% 1% − 6%
RAALF 20% 18% 22% 10% 10% 10%
PropCODE 24% 16% 19% 2% − 4% − 7%
RANS MRF 430 N 789 N 1200 N 6011 W 14358 W 29048 W
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wake is not implemented, because it cannot simulate low 
advance ratio conditions by nature.

The previously shown PropCODE results were computed 
with the most straightforward calculation scheme, the linear 
momentum theory. The simulation results are again com-
pared against the MRF simulation. JavaProp uses the closed-
form LLT formulation for the design, but for the perfor-
mance calculation, the nonlinear Glauert formulation [42]. 
The XROTOR analysis is performed with the closed-form 
LLT formulation without any wake modelling (Table 7).

The comparison in Figs. 30 and 31 shows that the non-
linear momentum approach performs slightly better than 
the linear approach in low advance ratio conditions. Thrust 
and power prediction is closer to the RANS performance 
prediction. The slope of the nonlinear thrust calculation 
is slightly lower than the linear approach, which results in 
slightly worse matching between RANS and the nonlinear 
approach in higher advance ratio conditions. On the other 
hand, power is slightly higher in low advance ratio condi-
tions and similar to the linear approach in higher advance 
ratio conditions. Therefore, the nonlinear approach slightly 
improves the calculation procedure, while the computational 
effort just increases slightly.

The LLT procedure with a semi-prescribed wake model 
predicts reduced thrust and, consequently, power compared 
to the linear and nonlinear approaches. However, the LLT 
procedure requires 30 times more CPU time, because the 
wake have to be resolved for the calculation scheme, which 
is not required in the momentum approach (momentum 
approach: 30 s for one performance curve with up to 30 
points LLT approach: 15 min for one performance curve 
with up to 30 points). On the other hand, the method resolves 
the rotation of the blades in the time-domain, which can be 
useful for aeroelastic and aeroacoustic simulation.

Additional plots of the H25F propeller for the rotational 
speed of 1500 RPM are attached in the appendix. The three-
bladed H30F propeller plots are shown in the Appendix for 
the rotational speed of 2500 RPM. The results of the H30F 
propeller shows the same behaviour for the different calcula-
tion schemes.

To better understand the differences between the simu-
lation approaches, it is necessary to know that a propeller 

creates the most thrust at the portion between approximately 
70% and 95% relative radius (here: 0.4 m and 0.6 m). Aero-
dynamic forces increase quadratically with increasing rota-
tional velocity (see Eqs. 2 and 3). Therefore, the inner por-
tion of the propeller is less critical for the overall thrust. At 
the propeller tip above 95% radius, the tip vortex reduces the 
downwash and, therefore, lift by a vortex-induced upwash 
and finally reduces the thrust.

The improvement of the nonlinear model over the lin-
ear momentum model was expected due to the redistribu-
tion of velocities. The induced velocity at the propeller 
blade's outer radius is higher when applying the nonlinear 
momentum theory, while the induced velocity is reduced 
at the inner radius. The LLT procedure has compared to 

Table 7  Induced velocity calculation scheme of the different simula-
tion tools

Induced velocity calculation scheme

JavaProp Nonlinear momentum theory
XROTOR Closed-form LLT formulation
JBlade Nonlinear momentum theory
RAALF Linear momentum theory
PropCODE Linear momentum theory
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the nonlinear momentum method a more complex induced 
velocity distribution. The maximum induced velocity is 
again increased compared to the nonlinear procedure (see 
Fig. 32). The increase of the induced velocities at the outer 
radius results in a reduced effective AoA. Therefore, lift and 
drag reduce slightly of the sections, and finally, results in a 
thrust reduction. However, the reduced effective AoA rotates 
the lift and drag vector and slightly increases the torque and 
power consumption. These effects are less pronounced in 
high advance ratio conditions, since the induced velocity is 
generally reduced for a fixed-pitch propeller. Furthermore, 
the flight velocity is higher, resulting in smaller changes due 
to the induced velocity.

4.4  Influence of 2D aerodynamic data variation 
in PropCODE

Finally, the influence of the 2D airfoil polars on overall 
thrust and power consumption is analysed. Lift and drag 
coefficients are artificially affected and increased by 10% 
separately and 10% together compared to the calculated 
XFOIL data. In addition, the drag is set to zero for evaluat-
ing the influence of inviscid simulations. PropCODE uses 
2D XFOIL data which can be manipulated to analyse the 
need for high accuracy input data.

The analysis is performed with the H25F propeller and the 
linear momentum scheme. The analysis in Fig. 33 shows that 
the thrust calculation is mainly influenced by cl . Changes in 
cd has only a slight influence of the calculated thrust, which 
is straightforward, because cd is two orders smaller and 
depends on the sinus (Eq. 3). Figure 33 depicts that a change 
of 10% cl also results in a relative error in thrust prediction 
of 10%. Both coefficients influence the power consump-
tion (Fig. 34), but a cl increase has a stronger impact to the 
power consumption as a cd increase. 10% cl increase results 

in 7% relative error in the power consumption, while a 10% 
cd increase results in only 3% relative error. Without drag, 
thrust is not affected, as concluded in Ref. [72]. However, 
the power consumption is significantly decreased, which is 
why accurate drag coefficients are required.

The study shows, that it is more important to have accu-
rate cl data than cd , because cl has a significant impact on the 
thrust prediction and power prediction, while cd has only an 
impact on the power prediction. Furthermore, Figs. 2 and 
4, presents the importance of having an accurate twist dis-
tribution of the propeller. One degree in the airfoil polars 
is in the linear region approximately a Δcl of 0.1 which 
has an significant effect to the thrust and power consump-
tion prediction. Evaluating the XROTOR approach, we get 
major errors in the high lift region, because the linear lift 
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continuously increases, and the drag is diverging. Evaluat-
ing JavaFoil and, respectively, JavaProp, shows massive cl 
and cd overprediction, resulting in massive thrust and power 
consumption errors.

5  Conclusions

The presented paper shows the advantaged and disadvan-
tages of the open source propeller simulation tool. JavaProp 
is fast and provides some primary data, which could be used 
as an initial guess of power and thrust versus advance ratio. 
However, JavaProp also shows non-physical effects at low 
advance ratios and overpredicts thrust and power, which 
results from insufficient 2D airfoil data. The data import in 
XROTOR is complex, and the 2D polar points have to be 
calculated for arbitrary geometries without support or an 
appropriate interface. Therefore, XROTOR could be used 
in an advanced development environment but not for fast 
thrust or power predictions, even though the turnaround time 
is massively reduced due to the Fortran-based programming 
language. XROTOR has good thrust prediction capabilities, 
but power consumption prediction is less accurate. JBlade 
is outstanding in handling qualities and creates acceptable 
results at high advance ratios at an appropriate time, even 
for less expired users. The tool could be used standalone and 
need no other interfaces or tools. However, the wrong behav-
iour in low advance ratio conditions results in significant 
differences between JBlade and the MRF simulation. This 
error results from the post-stall model and the manipulation 
of the 2D airfoil data with the post-stall model. RAALF can 
be used for propeller simulations. Still, propeller simula-
tions are not the main focus of this project which is more 
on VLM procedures and helicopter or multirotor simula-
tions. PropCODE is a standalone Matlab tool, which can be 
used for holistic aerodynamic, aeroacoustic, and aeroelastic 
simulations. The advantage of PropCODE against the other 
environments is the capability to process CAD geometries 
to identify chord and twist distributions and calculate 2D 
aerodynamic data. Especially the twist distribution has to be 
as accurate as possible, because derivations in twist result in 
significant changes of thrust and power consumption.

In principle, BET can be used for power and thrust cal-
culations in the early design stages. Expected relative errors 
are in the range of ± 10–20% relative to RANS prediction 
if a suitable BET method is used. The presented calcula-
tion methods show sufficient accuracy compared to MRF 
simulation and partly against static test data. Some general, 
comprehensive statements on propeller simulations are made 
in the following.

1. Moving reference frame simulations are sufficient for 
thrust and torque prediction of an open propeller in Star-
CCM + and need only a small fraction of CPU time of 
rigid body motion simulations.

2. The necessary 2D data generation shall be performed 
with XFOIL instead of JavaFoil, because XFOIL is more 
sophisticated and matches trend and magnitude com-
pared to wind tunnel tests better.

3. A nonlinear momentum approach instead of a linear 
momentum approach or an LLT procedure with a fixed 
wake model should be used for low advance ratio condi-
tions. If a semi-prescribed wake model is available and 
simulation time is not an issue, the LLT procedure with 
a semi-prescribed wake model is superior.

4. A BET method, coupled with a linear momentum 
approach, XFOIL, and the Prandtl tip-loss correction 
model is sufficient for accurate thrust and power con-
sumption calculations in high advance ratios for con-
ventional straight propellers, as realised in PropCODE 
or RAALF.

5. Accurate 2D aerodynamic airfoil data is required for 
high thrust and power prediction accuracy. A parabolic 
approach leads to high errors in low advance ratio condi-
tions.

Appendix

H25F two‑bladed 1.25 m propeller

Velocity sweep at constant RPM of 1500.
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H30F three‑bladed 1.60 m propeller

Velocity sweep at constant RPM of 2500.
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